Statistical Analysis of Flash Memory Read Data
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Abstract—This paper discusses a technique for analyzing real data from flash memory cells. The goal is to identify and isolate various sources that cause the shifts and variations of the read values with respect to the intended write values. The analysis reveals how the neighboring cells interfere with the victim cell. Using the proposed analysis technique, the contribution of a specified set of neighboring cells towards the random read variation of the victim cell can also be quantified.

I. INTRODUCTION

Characterization of the flash memory cell’s input-output behavior is of great interest in the flash memory industry. As the flash memory cell density increases, the effect of interference among neighboring cells also increases, causing a shift of as well as a variation around the written cell value (threshold voltage) [1][2]. For example, the threshold voltage level of a cell (victim cell) may change with a change in the threshold voltage of adjacent cells (interfering cells) through floating-gate voltage coupling of neighboring cells [1]. Isolating the source of interference and noise would provide valuable insights in the flash memory manufacturing process and in the design of advanced signal processing schemes. See, for example, the pre- and post-compensation techniques described in [3] based on a cell-to-cell interference model.

In this paper, we discuss a statistical analysis method applied to a set of experimental read data corresponding to a block of commercial flash memory cells, with a goal in mind to isolate and quantify the sources of the mean-shift and the variation observed on the read value of the cell. Our approach is based on specifying a mask pattern that captures a certain number of cells, typically including the victim cell. Assuming a particular set of input (write) and output (read) values for the cells positioned within the mask, the 2-dimensional (2-D) read data array is scanned over with the mask and the read (output) value of the victim cell is collected every time the write values of the cells captured under the scanning mask match the assumed input values. This process is repeated for each combination of input values for the cells within the mask pattern. For each such set of cell input values, averaging the collected read values for the victim cell provides the conditional sample mean, which is an unbiased estimate of the victim cell’s read value conditioned on the particular input values for the cells within the mask, given the uncertainties introduced due to random noise and to the effect of changing input values for the cells outside the assumed mask.

When the data set is limited, however, the least square fit gives a highly reliable estimate for the conditional mean; in this paper we opt to use the least square fit by running a random-access-memory (RAM)-based training algorithm that keeps adjusting the RAM contents whenever the local input cell data matches the given RAM address. Each RAM address corresponds to some specific write value combination for the cells positioned within the mask. When the training is done, the RAM contents contain valuable statistical information based on which the effect of the specified cells on the victim cell can be accurately analyzed.

Existing data analysis methods are based on simply fixing the write values of the victim cell and the suspected interfering cells in the neighbor, and then scanning over the data collecting the victim cell’s read value whenever the local input pattern matches the assumed write values. This method can identify the interfering cells causing the mean-shift in the victim cell’s read value, but fails to isolate the sources of the random variation in it. In contrast, the technique discussed in this paper can quantify the effects of different sources on the random variation of the victim cell’s read value.

II. DATA ANALYSIS METHOD

A. Problem Statement

Let \( x_{jk} \) and \( r_{jk} \) denote the input (write) and output (read) values of the \( jk \)-th memory cell in the 2-D array of cells. We can write

\[
 r_{jk} = x_{jk} + f_{jk}(x) + n_{jk}(x) \tag{1}
\]

where \( f_{jk}(x) \) and \( n_{jk}(x) \) represent the deterministic and random portions, respectively, of interference on the \( jk \)-th cell that in general depend on the input values for all cells, \( x \). Given the pairs of write and read values for a finite-size 2-D array of cells, we wish to characterize \( n_{jk}(x) \) conditioned on a specified set of write values on an arbitrary selection of potentially interfering cells. The interference signal of \( f_{jk}(x) \) can be viewed as the shift in the threshold voltage of the victim cell due to interfering cells’ taking particular input values \( x \). The random interference \( n_{jk}(x) \), on the other hand, is the noise in \( r_{jk} \) due to the collective contribution of the random deviations around the nominal written charge levels of individual interfering cells.
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In particular, given that the error signal defined as $e_{jk} = r_{jk} - x_{jk} = f_{jk}(x) + n_{jk}(x)$ can be measured for all $(j, k)$ for some random input pattern $x$, we are interested in answering the following questions. What is the probability density function (pdf) of $e_{jk}$ conditioned on a specified local pattern of write values? Can we separate the noise from the interference? Where are the interfering cells and can we quantify their impact on the victim cell at position $(j, k)$? Specifically, can we accurately estimate $f_{jk}(x)$ and the variance of the entire noise for different input values for the interfering cells?

An existing, straightforward data analysis method consists of collecting the read values $r_{jk}$ corresponding to some fixed write value $x_{jk}$ and a specified write value for a suspected interfering cell, say, the cell at position $(j + 1, k)$, as the pass is taken over all victim cell positions $(j, k)$. Fig. 1 shows typical histogram plots for the conditional pdfs of $r_{jk}$ obtained using this method. The suspecting interfering cell is the one below the victim cell in this case and different conditional pdfs correspond to different input levels assumed for the interfering cell. The cells can take four different write levels in our experiment: the erasure (ER) level and three different program voltage levels, ranging from PV1 to PV3. The victim cell was fixed at PV2 in the figure. Notice that the conditional pdfs have different means and variances, signifying that the amount of interference varies depending on the input value of the interfering cell.

While this method predicts with reasonable accuracy the mean shift in the read value of the victim cell due to the interfering cell, it does not allow isolation of the sources for the random variations around the means.

As will be shown below, our proposed analysis method overcomes this shortcoming, allowing identification and quantitative assessment of different sources for the random variations in the victim cell’s read value. In particular, our method can isolate the effect of arbitrarily chosen cells.

B. Determining the Mask Pattern

Our method is based on dividing the cells into a group of potentially interfering nearby cells and the rest of cells that are distant and thus are not likely to interfere. We first define a mask that captures the potentially interfering cells. We then attempt to average out the effect of the cells outside of this mask, so a focus can be made only on likely interfering cells. The size and the shape of the mask must be chosen judiciously. Let us call the cells captured within the mask internal cells and the ones outside the external cells. Since we are dealing with a finite set of data, if the mask size is too big, there would not be enough data samples to average out the effect of the external cells. If the mask size is too small, there would not be enough samples to reliably estimate the random distribution that arises due to internal cells. In this paper, the size of the mask is limited to cover 5~9 cells. For example, the mask may be of a 3 by 3 square pattern consisting of 8 neighboring cells surrounding a victim cell in the center.

C. RAM Training

Once the mask pattern is determined and a set of write values are assumed for the internal cells, a pass is taken over the given 2-D data set and the read value is collected whenever the local internal input values match the assumed values. Eventually an average value is to be obtained for each set of assumed write values for the mask. This average represents the read value specific to the given local internal write pattern, averaged over all possible combinations of the external cell write values as well as over all random deviations around the nominal input values of the internal cells.

Given the limited data set, though, we opt to use the least square fit rather than direct averaging, in removing the effect of external cells and internal random variations. For this, we employ RAM-based training where each RAM address corresponds to the local write pattern and the RAM content is adjusted in the direction of minimizing the squared error between the up-to-date content and the read data whenever the local write pattern matches the address, as the pass is taken over the whole data set. See Fig. 2.

For a given address, the update is done according to the well-know rule [4]:

$$\text{RAM}_{t+1}(address) = \text{RAM}_t(address) + \mu e_t$$

where $e_t$ represents the error between the actual read value $r$ and $\hat{r}$, and $0 < \mu < 1$ is the update step size which controls the RAM update speed. RAM-based training is frequently used in the application of the decision feedback equalizer [4][5].

D. Analysis

Let $P$ represent the mask pattern. We also need to define a subpattern $P'$ as well as $Q = P \cap \overline{P'}$. See Table I for some example patterns. We shall use lower case letters $p, p'$ and $q$ to denote the specific combination of nominal write or input values for the cells under the corresponding patterns. Assuming that all signal and noise processes are stationary.
(i.e., statistical parameters are position-invariant), we write the read or output value of the victim cell as

\[ r(p) = x(p) + n(p) + f(p) + \bar{E}(P) \quad (3) \]

where \( x(p) \) denotes the victim cell’s nominal write value corresponding to \( p \), a deterministic array of input values; the noise term \( n(p) \) is a zero-mean random variable representing the various noise sources induced during writing and random noise during reading as well as random variations around the nominal write values in all internal cells in \( P \); \( f(p) \) represents interference caused by the nominal write values of the internal cells of the mask and is non-random once the internal write pattern \( p \) is fixed; and another interference term \( \bar{E}(P) \) denotes potential interference coming from all cells outside the chosen mask \( P \) and is a random variable if the input values of the external cells are not specified. In writing (3), we have assumed that the victim cell’s noise due to random variation around the nominal write level in each external cell is negligible.

We are ready to write the mathematical expression for the trained RAM content of an address corresponding to \( p \):

\[ \hat{r}(p) = \bar{x}(p) + \bar{n}(p) + \bar{f}(p) + \bar{E}(P) \]

\[ = x(p) + f(p) + \bar{E}(P) \quad (4) \]

where the over-bar denotes average over successive hits on the given RAM address (or the given \( p \) value). Notice that once the training is done with enough hits on each address, we should have \( \bar{n}(p) = 0 \) for any \( p \). Also, we have \( \bar{x}(p) = x(p), \bar{f}(p) = f(p) \) since they are deterministic once \( p \) is given. At this point, we take a close look at the existing pdf extraction method described in II.A. We rewrite (3) with \( p \) replaced by \( p' \) to describe the victim cell’s read value conditioned on a specific \( p' \), the input values for cells in some submask \( P' \):

\[ r(p') = x(p') + n(p') + f(p') + \bar{E}(P') \quad (5) \]

Notice that in (5) we are assuming \( n(Q) = 0 \). Now the average (taken over all possible input values for cells outside the mask \( P' \)) is:

\[ \bar{r}(p') = \bar{x}(p') + \bar{n}(p') + \bar{f}(p') + \bar{f}(Q) + \bar{E}(P') \]

\[ = x(p') + f(p') + \bar{f}(Q) + \bar{E}(P'). \quad (6) \]

Let us compute the variance of \( r(p') \):

\[ \sigma_{r(p')}^2 = E\left[\{r(p') - \bar{r}(p')\}^2\right] \]

\[ = \sigma_{n(p')}^2 + \sigma_{f(p')}^2 + \sigma_{E(P')}^2 \quad (7) \]

where \( \sigma_{f(Q)}^2 \) is the victim cell’s read noise contribution due to variations in the input values for the cells in \( Q \) while \( \sigma_{E(P')}^2 \) is due to similarly introduced interference from cells outside the mask \( P \). It is now clear that the noise variance computed in this way is a mixture of effects from multiple sources: the random write and read variation around the nominal value in the victim cell depending on the write level of the interfering cell in mask \( P' \), the input pattern variations in \( Q \) and the input pattern variations in cells outside \( P \). The existing analysis does not tell us how to separate the effects of these sources.

We now come back to our approach and show how noise sources can be isolated and quantitatively analyzed. As we discussed above, the RAM value \( \hat{r} \) does no longer contain the effect of cells outside the mask \( P \). Let us fix \( p' \) (the cell input values within the submask \( P' \)) and collect those \( \hat{r} \) values corresponding to the common \( p' \). The histogram plot of these values reflects the distribution generated by input pattern variations for cells under \( Q \). Define the corresponding random variable as

\[ \hat{r}(P|p') = x(p') + f(p') + \bar{f}(Q) + \bar{E}(P) \quad (8) \]

where only \( f(Q) \) is a random variable causing a distribution around some mean in the right hand side. The mean of \( \hat{r}(P|p') \) is

\[ \hat{r}(P|p') = x(p') + f(p') + \bar{f}(Q) + \bar{E}(P). \quad (9) \]

The variance of \( \hat{r}(P|p') \) can be computed using (8) and (9) as

\[ \sigma_{\hat{r}(P|p')}^2 = E\left[\{\hat{r}(P|p') - \hat{r}(P|p')\}^2\right] = \sigma_{f(Q)}^2 \quad (10) \]

which is precisely the contribution due to the input pattern variations in \( Q \). Thus, by carefully designing the masks \( P \) and \( P' \) (and thus \( Q \)), we are able to compute the victim’s read noise variance due to the input pattern variations in specific interfering cells in \( Q \).

Putting (7) and (10) together, we subtract out the effect \( \sigma_{f(Q)}^2 \):

\[ \sigma_{r(p')}^2 - \sigma_{\hat{r}(P|p')}^2 = \sigma_{n(p')}^2 + \sigma_{E(P')}^2 \quad (11) \]

![Fig. 2. Averaging out the effect of external cells using RAM training.](image)
the left side of which is obtained from the direct conditional averaging of the data as well as RAM training results. The right hand side shows two separate noise sources. If we assume \( \sigma_E^2(p) \approx 0 \), then (11) allows us to quantify the noise variance \( \sigma_n^2(p') \) due to intrinsic noise and random variation in the specified interfering cell’s write level which induces a random variation in the victim cell’s read value, whereas (10) lets us to extract the read noise contribution due to input pattern variations in the remaining interfering cells in the chosen mask. Thus, by appropriately choosing \( P \) and \( P' \), we are able to compute the entire noise contributions of cells in \( P' \).

We can also obtain \( \sigma_n^2(p) \) with \( P \) instead of \( P' \) by using mean-shifted read data. First write

\[
\bar{r}(p) = r(p) - \bar{r}(p) = n(p) + \left[ E(P) - E(P) \right]
\]

which leads to the relation

\[
\sigma_r^2(p) = \sigma_n^2(p) + \sigma_E^2(p).
\]

If there is one dominant interfering cell and it is captured within the submask \( P' \), then we would expect \( \sigma_n^2(p) \approx \sigma_n^2(p') \).

In this case, comparing (11) and (13) gives

\[
\sigma_r^2(p) \approx \sigma_r^2(p') - \sigma_n^2(p').
\]

The approximate equality (14) would be true if

\[
[r(p) - \bar{r}(p)] + \bar{r}(P'|p') \approx r(p').
\]

Notice that the means of \( \bar{r}(P'|p') \) and \( r(p') \) are the same. In words, (15) means that we should be able to generate the probability distribution of \( r(p') \) by convolving the distribution of \( \bar{r}(P'|p') \) with that of the mean-shifted \( r(p) \). In the next section, this will indeed be shown to be true, using real data.

III. NUMERICAL RESULTS AND INTERPRETATION

Real data written into and read from a block of multi-level cells (MLC) were used in the experiment and analysis. Fig. 3 shows the distribution of \( \bar{r}(P'|p') \), the trained RAM contents for different \( p' \) assuming the submask \( P' \) contains the victim cell and the cell right below it. Only the victim cells that reside on the odd-bit lines are considered here.

Figs. 1 and 3 consistently show that the victim cell’s read value contains the most bias to the right side when the input level of the cell below is PV1. This is due to the fact that the change in the applied charge level is the largest when the written cell level transitions from ER to PV1, inducing the worst program disturbance effect in the victim cell. The second biggest transition is made when the target write level is PV3, as reflected in the second largest bias when the interfering cell’s write level is PV3. We note that for the MLC cells under investigation, the two bits written into each cell originate from two separate logical pages. The first bit is written by either retaining the original ER level of the cell or programming the cell value to a level somewhat below PV2. At the writing of the second bit, if the first bit corresponded to the ER level, either the same level is retained or the charge level is raised to PV1, depending on the second bit value. If the first bit was written as the level somewhat below PV2, then the second bit would drive the new charge level to either PV2 or PV3. Raising the charge level at each programming time involves the well-known incremental step pulse programming (ISPP) method based on repeated program-verify steps with incremental increase in the programming voltage level [6]. ISPP is used to prevent cells being programmed to a charge level higher than intended, in which case the entire block must be erased again. In ISPP, the random variation around the nominal written value depends on the incremental step size [3].

Fig. 4 shows the distribution of mean-shifted \( r(p) \) for different \( p' \) values. With \( \sigma_E^2(P) \approx 0 \), (13) indicates this distribution arises mainly due to the randomness in the write level of the victim cell as well as of neighboring cells, rather than due to the varying input patterns of the interfering cells.

Fig. 5 shows the convolution of the RAM content distribution and the \( r(p) \) distribution, displaying mean and variance characteristics very similar to that of the directly obtained distributions in Fig. 1, as the analysis of the previous section predicted.

We also mention that analysis based on RAM training using new masks patterns that capture cells outside of the original 3 by 3 mask reveals that the interference coming from these distance cells is negligible, i.e., \( \sigma_n^2(P) \approx 0 \) if \( P \) is as shown in Table I.

Table II shows the mean-shift values in the victim cell output value caused by its bottom neighbor for different combinations of the victim cell and the bottom cell input values. For this, the RAM content values are utilized; \( \bar{r}(P'|p') - \bar{r}(P'|p') = f(p') \) is shown with \( P' \) as given in Table I.

Table III shows the variance of mean-shifted \( r(p) \) distribution: \( \sigma_r^2(p') \). The same table also shows in the right-most column the calculated variance according to the left-hand side of (11). The fact that the numbers in these two columns are
very similar validate (14). The noise associated with PV3 on victim is the largest while PV1 on victim yields the least noise. If the bottom cell level is PV1, the noise variance is the largest for the same victim level.

To get the results summarized in the tables shown above, the victim cells lying on the odd-bit lines and even-bit lines were analyzed separately. The flash memory considered in this paper has the alternate odd/even bit line structure where the cells belonging to odd (even) bits lines are programmed together. In this structure, for each odd cell, three cells below it are programmed afterwards, thus creating potential program disturbance for the odd victim cell [3]. For each even cell, two cells on both sides as well as three bottom cells can interfere. The interference coming from the single lower cell tend to dominate for the victim cells on the odd-bit lines, whereas there are some contributions from the side cells for the even-lined victim cells. The results summarized in Tables II and III reflect the victim cells on odd-bit lines only.

### IV. Conclusion

A technique was discussed for statistically analyzing read data from flash memory cells. RAM training is utilized based on a specified mask pattern. Once the RAM training was done, the RAM contents were used to quantitatively analyze the impact of the interfering cells within the mask on the victim cell’s read value. Using the method discussed in this paper, different noise sources inducing random variations around the nominal read value of a cell can be extracted. The proposed technique can be used to aid the flash memory design process and to develop a communication-type channel model which, in turn, would be useful in the design of advanced coding and signal processing algorithms that require accurate statistical characterization of the noise and interference. Various useful interpretations were made on the results of our analysis applied to the data read off a commercial NAND flash memory chip.
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