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Abstract—Given the limited set of empirical input/output data
from flash memory cells, we describe a technique to statistically
analyze different sources that cause the mean-shifts and random
fluctuations in the read values of the cells. In particular, for a given
victim cell, we are able to quantify the amount of interference
coming from any arbitrarily chosen set of potentially influencing
cells. The effect of noise and interference on the victim cell after re-
peated program/erase cycles as well as baking is also investigated.
The results presented here can be used to construct a channel
model with data-dependent noise and interference characteristics,
which in turn can be utilized in designing and evaluating advanced
coding and signal processing methods for flash memory.

Index Terms—Interference, NAND flash memory, statistical
characterization.

I. INTRODUCTION

HARACTERIZATION of the flash memory cell’s

input-output behavior is of great interest in the flash
memory industry. As flash memory cell density increases, the
effect of interference among neighboring cells also increases,
causing shifts in as well as variations around the intended
written cell values (threshold voltages) [1], [2]. For example,
due to floating-gate voltage coupling, the threshold voltage
level of an already-programmed cell (“victim” cell) may in-
crease as extra charges are injected into an adjacent interfering
cell [1]. Isolating the source of interference and noise would
provide valuable insights in the flash memory manufacturing
process and in developing a reliable channel model necessary
in the design of advanced signal processing schemes. See, for
example, the pre- and post-compensation techniques described
in [3] based on a cell-to-cell interference model. Also, increas-
ingly strong error correcting codes are being considered for
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multi-level-cell (MLC) flash memory to mitigate errors due to
interference and noise [4]-[6].

In this paper, we discuss a statistical analysis method applied
to a set of experimental read data corresponding to a block of
commercial flash memory cells, with a goal in mind to isolate
and quantify the sources of the mean-shifts and variations ob-
served on the read values of the memory cells. The materials
presented in this paper were discussed in part during our recent
conference presentations [7]-[9]. This paper creates a coherent
theme by building on isolated results reported at these confer-
ences. The present paper also provides additional analysis and
methods that have not been previously presented. Additional
sets of data have also been used in this paper to strengthen the
validity of the model and conclusions of the earlier conference
papers.

Our approach starts with specifying a mask shape that cap-
tures a certain number of cells, typically including the victim
cell and potentially interfering cells nearby. Assuming a partic-
ular set of input (write) values for the cells positioned within
the mask, the 2-dimensional (2-D) read data array is scanned
over with the mask, and the read (output) value of the victim
cell is collected every time the write values of the cells captured
under the scanning mask match the assumed input values. This
process is repeated for each combination of input values for the
cells within the mask. For each such set of cell input values,
averaging the collected read values for the victim cell provides
the conditional sample mean, which is an unbiased estimate of
the victim cell’s read value conditioned on the particular input
values for the cells within the mask. In this conditional mean,
the uncertainties introduced due to random noise as well as the
effect of changing input values for the cells outside the assumed
mask are averaged out. This allows us to focus on the statistical
characteristics of the interference coming from the cells within
the mask.

Existing data analysis methods are based on simply fixing
the write values of the victim cell and the suspected interfering
cells in the neighborhood, scanning over the data collecting
the victim cell’s read value whenever the local input pattern
matches the assumed write values, and examining the histogram
plots of the corresponding read values [10]. This method can
identify the interfering cells causing the mean-shift in the victim
cell’s read value, but fails to isolate the sources of the random
variations in it. In contrast, the technique discussed in this paper
can quantify the effects of different sources on the random vari-
ations of the victim cell’s read value.

Using the proposed analysis method, we present the results
of the analysis on data taken from the state-of-the-art 2x nm
NAND flash memory with MLCs. In particular, input-pattern-
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dependent noise variances and mean-interference are quanti-
fied. Cell-to-cell coupling constants are extracted. The effects of
program/erase (P/E) cycles as well as baking are investigated.
Baking simulates the aging process for understanding the reten-
tion characteristics while repeated P/E cycles can shed light on
the endurance behavior of memory cells. Our results show that
the interference characteristics change considerably less with
P/E cycles and baking than do the random noise contributions.
Accordingly, random noise appears more important than the ef-
fect of interference with aging and wear.

II. DATA ANALYSIS METHOD

A. Problem Statement

We discuss how, in particular, changing the input value of
a certain cell would affect the output value of the victim cell.
This type of cell-to-cell interference arises due to floating-gate
voltage coupling [1]. We also investigate how the noise vari-
ance of the victim cell gets affected by the input pattern of the
local cells. We show that the impact of an arbitrarily chosen cell
or group of cells on the victim cell can be quantitatively under-
stood. We are given only a limited set of data, and the statistical
analysis needs be planned carefully.

Let x;; and 753 denote the input and soft output values of the
Jk-th memory cell (i.e., the memory cell on the j-th word line
and the £-th bit line). See Fig. 1. Let x represent the entire set
of input values for the two-dimensional (2-D) array of cells. We
can write:

rik = Tk + ng(x) + fir(x) (1)

where n;;(x) is the noise associated with the jk-th cell, pos-
sibly depending on the input values of all cells, x, and f;(x)
represents the interference on the j%-th cell that in general de-
pends on the input values for all cells. Given a pair of input and
output sets for a finite-size 2-D array of cells, we wish to charac-
terize n.;,(x) and f;,(x) conditioned on a specified set of input
values on an arbitrary selection of potentially interfering cells.
The interference signal f,z(x) can be viewed as the shift in the
threshold voltage of the victim cell due to the interfering cells’
taking the particular input values x. The random portion 7 ;4 (x),
on the other hand, is the noise in 7 due to random system noise
(read-side noise) plus the collective contribution of the random
deviations around the nominal written charge levels of the j&-th
cell (victim cell) and all individual interfering cells.

Let the error signal be defined by e, = 75— 2,5 = njx(x)+
fix(x). We are interested in answering the following questions.
What is the probability density function (pdf) of ¢;; conditioned
on a specified local pattern of input values? Can we separate
the noise from the interference? Where are the interfering cells
and can we quantify their impact on the victim cell at position
(7, k)? Within the random noise 7, can we separate the noise
arising from the victim cell itself and the noise due to the random
deviations around the nominal write-levels in coupled cells?

A typical data analysis method consists of collecting the
output values 7, corresponding to some fixed input value z
and a specified input value for a suspected interfering cell, say,
the cell at position (j + 1, k), as the pass is taken over all victim
cell positions (j, k). Fig. 2 shows typical histogram plots for

IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—I: REGULAR PAPERS, VOL. 60, NO. 8, AUGUST 2013

Bit-line
A

Select gate line

Word-line —

Fig. 1. Illustration of NAND Flash Memory structure.
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Fig. 2. Probability distributions of victim cell’s output values conditioned on
different input values for the interfering cell (data with no prior P/E cycles).

the conditional pdfs of 7;; obtained using this method. The
suspected interfering cell is the one below the victim cell in
this case and different conditional pdfs correspond to different
input levels assumed for the interfering cell. The cells can take
four different input levels in our data: the erasure (FR) level
and three different program voltage levels, ranging from PV'1
to PV 3. The victim cell was fixed at PV 2 in the figure. Notice
that the conditional pdfs have different means and variances,
signifying that the amounts of interference and noise vary
depending on the input values for the victim and interfering
cells.

While this method predicts with reasonable accuracy the
mean shift in the output value of the victim cell due to the
interfering cell, it does not allow isolation of the sources for the
random variations around the means. For example, the random
variations associated with each histogram plot shown in Fig. 2
include effects of both random noise and the change of the
input values for influencing cells other than the cell below the
victim cell.
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As will be shown below, our proposed analysis method over-
comes this shortcoming, allowing identification and quantitative
assessment of different sources for the random variations in the
victim cell’s output value. In particular, our method can isolate
the amount of variation in the victim cell’s output value due to
the changing input value of a particular interfering cell or group
of cells.

B. Determining the Mask Shape

The proposed method is based on dividing the cells into a
group of potentially interfering nearby cells and the rest of cells
that are distant and thus are not likely to interfere. We first define
a mask that captures the potentially interfering cells. We then
attempt to average out the effect of the cells outside of this mask,
so a focus can be made only on likely interfering cells. Any
noise that does not depend on the written data is also averaged
out in this process. The size and the shape of the mask must be
chosen judiciously. Let us call the cells captured within the mask
internal cells and the ones outside external cells. Since we are
dealing with a finite set of data, if the mask size is too big, there
would not be enough data samples to average out the effect of
the external cells. If the mask size is too small, there would not
be enough samples to reliably estimate the random distribution
that arises due to internal cells. The mask size requirement will
be discussed again shortly, after the presentation of the proposed
analysis method.

C. Sample Mean

Once the mask shape is determined and a set of write values
are assumed for the internal cells, a pass is taken over the given
2-D data set and the read value is collected whenever the local
internal input values match the assumed values. Eventually an
average value is to be obtained for each set of assumed write
values for the mask. This average represents the read value spe-
cific to the given local internal write pattern, averaged over all
possible combinations of the external cell write values as well
as over all random deviations around the nominal input values
of the internal cells. The system noise (e.g., electronics noise
during read) is also averaged out in this process.

D. Interference and Noise Model

Let P denote the mask shape defined with respect to the po-
sition of the victim cell. We also need to define a submask P’
as well as ) = P N [P’]¢, where [-]° denotes the complimen-
tary set. See Table I for some example mask shapes. We shall
use lower case letters p, p’ and ¢ to denote the specific com-
bination of input values for the cells under the corresponding
masks. In this sense, P, P’ and () can be viewed as random vari-
ables (RVs) while p, p’ and q are corresponding specific realiza-
tions. Assuming that all signal and noise processes are stationary
(i.e., statistical parameters are position-invariant), we write the
output value of the victim cell as

r(p) = 2(p) +n(p) + f(p) + E(P) ()

where x:(p) denotes the victim cell’s input value corresponding
to p (or the victim cell portion of p), a deterministic array of
input values; the noise term n(p) is a zero-mean random vari-
able representing the various noise sources due to random vari-
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TABLE 1
EXAMPLE MASK PATTERN AND SUBPATTERNS

Pattern Definition Example
A mask covering the victim cell (v) FY Yy
p and selected, potentially interfering 000

neighboring cells (includes all cells ]
shown) LA & 4

p A subset of P including the victim ®

cell (red+blue) ® }
Q=Pn[P A submask covering the cells in P :?:
- but not those in P’ (blue) o' ¢

ation induced during the writing of the victim cell and random
noise during reading as well as random variations around the
nominal write values in all other internal cells in P; f(p) repre-
sents interference caused by the input values of the internal cells
of the mask and is non-random once the internal input pattern
p is fixed; and another interference term E(P) denotes poten-
tial interference coming from all cells outside the chosen mask
P and is a random variable as the input values of the external
cells are not specified. In writing (2), we have assumed that the
victim cell’s noise due to random variation around the nominal
write level in each external cell is negligible, i.e., n{P¢) = 0.
We remark that this assumption may not be valid for situations
where the external cell group includes one or more interfering
cells. As will be seen shortly, this paper includes the analysis of
cell-to-cell interference as well as potential interference from
cells outside the 3 by 3 mask. In both of these cases, in fact,
we use a mask that excludes some interfering cells. Neverthe-
less, we note that the noise are still removed in these cases after
averaging is done over external cell input values and that our
analyses on interference effects remain valid.

E. Analysis Based on Conditional Means

We are ready to write the mathematical expression for the
conditional mean corresponding to p:
(p) = x(p) + nlp) + f(p) + B(P)
=z(p) + f(p) + E(P) 3

where the over-bar, which denotes the statistical mean, is ap-
plied only to random variables. Assuming that the sample size
is large enough, we expect 72{p) = 0 for any p.

At this point, we take a close look at the existing pdf extrac-
tion method described earlier. We rewrite (2) with p replaced
by p’ to describe the victim cell’s output value conditioned on a

specific p’, the set of input values for cells under some submask
P’

r(p) = =(p) + ) + () + E(P) “4)
——

F)+E(P)

where f(()) represents interference on the victim cell caused
by cells in ). While the same function symbol f is reused here,
the context should make it clear that f(p’) and f(Q) are dif-
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ferent functions in general. Notice that in (4) it is implied that
P’ is chosen such that n(Q) = 0 (i.e., the variations around the
nominal write values in cells in ¢} do not contribute to noise in
the victim cell). Now the average (taken over all possible input
values for cells outside the mask P’ as well as over random fluc-
tuations around the nominal input values of the cells in P’) is:

(o) = 2(p) + () + f0) + F(Q) + E(P)
=)+ f() + F(Q) + E(P). (5)
Let us compute the variance of r(p’):
o = El{r(p') — 7(p")}?]
Tne) + TR+ TEp) (6)

where aj%(Q) is the victim cell’s output noise contribution due
to the input-pattern changes for the cells in ¢ while a% py 18
due to similarly introduced interference from cells outside the
mask P. It is now clear that the noise variance computed in this
way is a mixture of effects from multiple sources: the pattern-
dependent random noise, the input pattern variations in ¢ and
the input pattern variations in the external cells. The existing
analysis does not tell us how to separate the effects of these
sources.

1) Extracting (TJ%(Q), the Noise Variance Due to Local Pattern
Changes: We now come back to our approach and show how
noise sources can be isolated and analyzed. Let r(P) represent
the collection of 7(p)’s corresponding to all distinct p values.
Then, r(P) can be interpreted as a random variable representa-
tion of 7(p)’s, i.e.,

r(Py=ua(P)+ f(P)+ E(P) 7
such that 7(p) is a specific instance of +(P) corresponding to
P = p. Letus fix p and collect those r(P) values corresponding
to the common p’. The histogram plot of these values reflects the
distribution generated by input pattern variations for cells under
(2. To see this, define the corresponding random variable as

r(Plp'y = =(p) + f(') + f(Q) + E(P) (8)

where only f(Q) is the random variable causing a distribution
around some mean on the right hand side. These distributions
are shown in Fig. 6. The mean of r(P|p’) is

F(Plp) = z(p") + f(') + J(Q) + E(P). ©)
The variance of #( P|p’) can be computed using (8) and (9) as
El{r(Plp) —7(PIP)}] =05y  (10)

which is precisely the contribution due to the input pattern vari-
ations in . Thus, by carefully designing the masks P and P’
(and thus (), we are able to compute the victim’s output noise
variance due to the input pattern variations in any specific group
of cells in ().

2) Extracting ni(p,), the Pattern-Dependent Random Noise
Variance: First write

r(p) = 7(p) = nlp) + [E(P)

2 _
Tr(Plp’y =

— E(P)] (11)
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Fig. 3. A mask I’ containing the victim cell V', the suspected coupled cell A
and the distant cells D.

which represents the mean-shifted output conditioned on a spe-
cific p. Equation (11) leads to the relation

Trp) = Onip) T OB(D)- (12)

Ignoring the effect of the external cells (to be justified later using
empirical data), this simply represents the noise process that
depends on the local pattern p. Let the corresponding zero-mean
pdfbe z(n|p). The variance associated with this pdfis o n(p)- Let
us try to extract z(n|p’), whose variance is o2 n(p') Clearly,

2nlp) =) = (nlp q¢)Pr(q) = CZ (nlp).

q

(13)

P

where Pr(g) = C, which remains constant over all ¢. This
equation describes how z(n|p’) is extracted from z(n|p)’s, al-
lowing the computation of rr‘ () The random noise variance
associated only with the victim cell itself, cr"m, can also be ob-
tained easily utilizing (13) with p’ replaced by v and the sum-
mation taken over the input levels for all cells in P other than
the victim.

3) Validation of the Noise-Variance Extraction Methods:
From (6) and (10), together with the approximation cr% P R 0,
we have

) = Ty + Tair) (14)

which suggests that the convolution of z(n|p’) with the pdf for

r{P|p") would match the directly measured pdf for (). In the

next section, this will indeed be shown to be true, using real
data.

If P’ is chosen to capture dominating interfering cells in it,
then we would expect ai(p) ~ o2 n( In this case, (12) and
(14) would mean that ¢ N o2 )~ 2(P|p y- This will also
be confirmed using real data in the next section.

4) Characterizing Cell-to-Cell Coupling: Aswill be justified
shortly, the interference coming from cells outside the original
3 by 3 mask is negligible. Based on this, we devise a method
to extract the coupling factor for a particular pair of cells fo-
cusing on the single-cell-to-single-cell interaction. The mask is
now chosen so that it contains the victim cell, a potentially cou-
pled cell whose impact on the victim cell is under investigation,
and a number of distant cells whose impact on the victim can be
safely ignored but are necessary to provide statistically mean-
ingful sample size for the population of the conditional means.
Fig. 3 shows an example mask that contains the victim cell V,
the suspected coupled cell A and the distant cells D

From (2), we write the read value for the victim cell as

r{p) = x(p) +nlp) + S (p) + S (P)

)"

(15)
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where f(P¢) replaces /(P) and is also a RV since P° is random
(i.e., the cell input values in P are not fixed). Realizing P con-
sists of V, A and D, we write

r(p) = x(v) + n(p) + f(v,a0) + J(d) + [(P7).  (16)

Let us now imagine taking the sample mean over the p-spe-
cific data r(p). The p-specific mean or the mean conditioned on
p can be expressed as

(p) = =(v) + f(v,0) + f(d) + F(P). (17

Note that the noise term has been averaged out and the last
term now is the averaged interference from cells outside the
mask. For the next step, consider taking a subset of these p-spe-
cific means so that each subset corresponds to a common v
value. Then the RV representation of this subset can be written
as

r(A, D) =z(v) + f(v. A)+ f(D) + f(P).  (18)

Note that A and D) are now RVs, as the corresponding cells
are no longer associated with specific input values. The mean of
the RV r(4, D) is

H(A, D) = w(v) + fo, A) + [(D)+ F(P°). (19)
and thus the variance of (A, D) can be written as
074y = B f(v, A) = fv, A)}7]
+E{f(D) - f(D)}?]
= U,Qf(v,A) + J]%(D) ~ va(v,Ay (20)

The approximation in (20) is accurate since the cells in D
are well separated from the victim cell. The number of cells in
D must be large enough so that the sample size is big enough
for evaluating the sample mean and variance of (19) and (20).
On the other hand, the sample size for obtaining the condi-
tional sample mean of (17) is inversely proportional to the total
number of cells in the mask, given the fixed total data size. Thus,
the size of the mask must be chosen judiciously given these
conflicting goals. In the present work, capturing three cells in
D, as shown in Fig. 3, yielded satisfactory results. In summary,
the mask P is designed in such a way that the variance mea-
sured from the v-specific subset of p-specific conditional means
is equal to the victim cell’s read value variation due to the input
value changes in cell A.

We note that for the MLCs under investigation, two bits
written into each cell originate from two separate logical pages.
The first bit is written by either retaining the original E'I? level
of the cell or programming the cell value to a level somewhat
below PV2. See Fig. 4. At the writing of the second and the
final bit, if the first bit corresponded to the LR level, either
the same level is retained or the charge level is raised to PV'1,
depending on the second bit value. If the first bit was written
as the level somewhat below PV 2, labelled PV2’, then the
second bit would drive the new charge level to either PV2 or
PV3.

Let S4 denote the threshold-voltage shift of cell A that oc-
curs after the victim cell is programmed. Let us assume that the
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Fig. 4. Writing of a multi-level cell.

amount of threshold-voltage in the victim cell due to the cou-
pling effect is linearly related to 54 [3], i.e.,

flv, Ay = c(A,v)54 21

where ¢(A, v) is the coupling factor, which in general is as-
sumed to be dependent on both the location of the interfering
cell A and its value v. Note that since ¢( A, v) is associated with
a specific value v, it is not a RV. The variance of f{v, A) is then

Thpay = (A, 0)08, (22)
where 03, = E[{S4 — 54}?]. The RV S, can, in general,
take four different values associated with the four distinct input
levels in each MLC cell. Each level in S4 occurs with prob-
ability 1/4. The final threshold-voltage levels are, assuming no
interference and noise, FR, PV'1, PV2 and PV 3. Now the 54
values can be seen as {0, PV2 — PV2' PV3— PV2 PVI1 -
ER}. Assuming these values occur with equal probabilities,
0§, can be obtained easily, and we write

(Z(A, 7") = o'f(v,A) /GSA . (23)

Numerical results obtained for real data will be presented in the
next section.

F. Mask Size Requirements

As already suggested above, the mask size must be chosen so
that large enough sample sizes are attained for both the initial
averaging that removes local-pattern-independent noise plus in-
terference and the characterization of interferences due to sus-
pected internal cells. Let us assume a given data set of size IV,
i.e., the data set consists of N read samples corresponding to
N distinct flash memory cells. The cell input values are from a
known pseudo-random sequence. Let L be the number of input
levels and Mp denote the size of mask P.

Then, there exist L # distinct p patterns and the sample size
used in obtaining each p-specific conditional mean is given by

S(p) = N/LM~, (24)

A subset of these LM* conditional sample means is used to ex-
amine victim cell’s read distributions due to the input-level vari-
ations of a specific group of internal cells captured in submask
(). Thus the sample size associated with this second p’-specific
sample mean is equal to

S([)/) — L‘MP/L‘MP/ — LAMQ (25)

where LMr' and LM< are sizes of the corresponding submasks
P’ and Q.
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In this paper, we have N = 8 x 10% and L = 4. Fora 3
by 3 square-pattern mask P, for example, these parameters lead
to S(p) =~ 32. During our data analysis, we evaluated and ob-
served p-specific conditional means as functions of the sample
size, and we could confirm that the conditional sample mean
values converge safely by the time the sample size increases to
32. This indicates that the sample means that we generate from
the initial averaging process are close to the true means. As for
the sample size S(p’), with the 3 by 3 mask P and P’ consisting
of the victim cell and the cell below it as an example, we get
S(p') = 402 = 2 One can quickly get an idea on the accu-
racy in estimating the variance of a RV using this type of sample
size: it is well-known that with Gaussian variables, the variance
associated with the sample variance (which is a RV itself) is
given by 20% /(S — 1), where o2 is the true variance and S is the
sample size [12]. The corresponding root-mean-squared-error
associated with the sample variance, expressed as a fraction of
the true variance, is 1/2/(S — 1). It can be seen that with the
sample size S = 2'4, the accuracy of the sample variance is
comfortably high.

III. NUMERICAL RESULTS AND INTERPRETATION

Empirical data written into and read from a block of MLCs
were used in the experiment and analysis. To get the results sum-
marized in this paper, the victim cells lying on the odd-bit lines
and even-bit lines were analyzed separately. The flash memory
considered in this paper has the alternate odd/even bit line struc-
ture where the cells belonging to odd (even) bits lines are pro-
grammed together. In this structure, for each odd-bit-lined cell,
three cells below it are programmed afterwards, thus creating
potential program disturbance for the odd-bit-lined victim cell
[3]. For each even-bit-lined cell, two cells on both sides as well
as three bottom cells can interfere. The interference coming
from the single lower cell tend to dominate for the victim cells
on the odd-bit lines, whereas there are some contributions from
the side cells for the even-lined victim cells. In this paper, with
the exception of the discussions involving cell-to-cell coupling
factors, we focus on the results associated with the victim cells
that reside on the odd-bit lines. In the sequel, unless noted oth-
erwise, we only present data focusing on the interference effect
of the bottom cell. As such the submask P’ contains only the
victim cell and the cell below it.

A. Justifying the Assumption on 0%(13) ~ 0

The analysis based on sample means using special mask
shapes that capture cells outside the original 3 by 3 mask
reveals that the interference coming from these distance cells
is negligible, i.e., ai—(P ~ 0 if P is as shown in Table L.
The special mask shapes used for this purpose are shown in
Fig. 5. These two masks consist of five cells chosen for the
purpose of estimating accurate sample means with a larger
data set. Table II shows the conditional mean and variance
values of captured sample mean values. Only the victim cell
value is fixed in getting the conditional mean and variance.
Of the overall variance crf(p,:,v), the sum of the conditional
variances oy p, i) + Tr(p, |pr—) accounts for only 0.52%,
0.87% and 0.29% for the victim level of PV'1, PV2 and PV 3,
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Fig. 5. New masks P, (left) and P, (right).

TABLE II
VARIANCE OF CELLS OUTSIDE OF THE ORIGINAL 3 BY 3 MASK

Vietim | 7(P,|v) O'E<P” ) | T(Pelv) Jf(Pb o)
PV1 1.11 1.61e-04 1.11 1.04e-05
PV2 2.69 3.11e-04 2.69 1.04e-05
PV3 4.37 1.86e-04 4.37 2.17e-05

respectively. Thus, we safely conclude (f%( Py~ 0 when P is
set as in Table I.

B. Results for Read Data With no Prior P/E Cycles

Fig. 6 shows the distribution of »(P|p’), the conditional
sample means for different p’, where again P’ includes just the
victim cell and the cell right below it. Figs. 2 and 6 consistently
show that the victim cell’s read value contains the most bias to
the right side when the input level of the bottom cell is PV'1.
This is due to the fact that the change in the applied charge
level is the largest when the written cell level transitions from
ER to PV1, inducing the worst program disturb effect in the
victim cell. The second biggest transition is made when the
target write level is PV 3 (as seen in Fig. 4), as reflected in
the second largest bias when the interfering cell’s write level
is PV 3. Raising the charge level at each programming time
involves the well-known incremental step pulse programming
(ISPP) method based on repeated program-verify steps with
incremental increase in the programming voltage level [11].
ISPP is used to prevent cells being programmed to a charge
level higher than intended, in which case the entire block must
be erased again. In ISPP, the random variation around the
nominal written value depends on the incremental step size [3].

Fig. 7 shows the distribution of mean-shifted r(p) for dif-
ferent p’ values, i.e., z(n|p’) of (13). With 0125(1,) ~ 0, (12) in-
dicates this distribution arises mainly due to the randomness in
the nominal read value of the victim cell as well as the random
deviation around the nominal charge levels of neighboring cells,
rather than the varying input patterns of the interfering cells.

Fig. 8 shows the convolution of the conditional mean distri-
bution and the mean-shifted »(p) distribution, displaying mean
and variance characteristics very similar to (with the overall
pdf plots much smoother than) those of the directly obtained
distributions in Fig. 2, as the analysis of the previous section
predicted.

Table IIT shows the mean-shift values in the victim cell output
value caused by its bottom neighbor for different combinations
of the victim cell and the bottom cell input values. For this, the
captured conditional mean values are utilized. Conditioning on
a specific victim cell level v, we get the average as

F(Plv) = z(v) + f(B) + f(Q) + E(P). (26)



MOON et al.: STATISTICAL CHARACTERIZATION OF NOISE AND INTERFERENCE IN NAND FLASH MEMORY

Wictim Level = PW2

0.12 ; : , . : . : : ;
: : : : 3 Overall
: ] i : : —&— Bottom Level = PV1
(1)) SRR PR L e fre e &— Bottom Level = PY2 |1
: : : : —+#— Bottom Level = PV3
: : : : : -+ Bottom Level = ER
OiER fowwe R Pl . foveeeas B RE—— RN — PR

Prabability

SERETELT 08 28 3 32 34 3 3ea
Yoltage (V)

Fig. 6. Distribution of mean values (P |p’).

Wictim Level = P2

0.04 T T T T T T T T T
: i : : : —&— Bottom Level = PW1
[ o O S Bottom Level = P2 ||
—#— Bottom Level = PY3
SR -
DD3 B o s e e o e A - .BDan: LEVE' . ER

Probabhility

Yaltage (V)

Fig. 7. Distribution of mean-shifted r(p), z(n|p’).

Subtracting (26) from (9), we obtain
[0 £ (Pl —7(Plo) = f(p') — [(B)

which, for the given victim level, represents the mean condi-
tioned on a specific interfering cell level relative to the uncon-
ditioned mean (averaged over all interfering cell levels). Note
that f(B) is the mean interference from the bottom cell aver-
aged over its all possible input values. The relative mean-inter-
ference values f(p’) are given in Table III with P’ as specified
in Table I. Notice that the data corresponding to the victim level
of £ 12 is missing (here and throughout this section). This is due
to the limitation in our experimental setting that does not allow
measuring the EI? level with sufficient accuracy.

Table IV compares the variances of mean-shifted r(p) distri-
butions, rff(p) , with the variances calculated using (14). The two
variance values are very similar in each case of p’. The noise as-
sociated with PV 3 on the victim cell is the largest while PV'1
on it yields the least noise. If the bottom cell level is PV'1, the
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Fig. 8. Estimated r(p’) distribution (convolution of Figs. 6 and 7).

TABLE III
AMOUNT OF INTERFERENCE FROM BOTTOM NEIGHBOR: MEAN SHIFT

Victim level | Bottom level | f/(p’)
PV1 0.22

PV1 PV2 -0.12
PV3 -0.00

ER -0.10

PV1 0.22

PV2 PV2 -0.11
PV3 0.01

ER -0.11

PV1 0.24

PV3 PV2 -0.13
PV3 -0.01

ER -0.10

noise variance has the largest value within the same victim level.
To get a feel for the amount of noise contribution due to the ef-
fect of varying the input cell values in () (i.e., the second com-
ponent in (6)), we also show a? @ in a separate column. It can
be seen that the first componeht of (6), ai(p,) ~ Jf(p), is con-
siderably larger than the second components. The sample sizes
in estimating the variances are large enough to ensure that the
any estimation error due to the finite sample size [which should
drop as 20%/(S — 1) as discussed earlier] is several orders of
magnitude smaller than the estimated variance. Finally, J,QL (o) is
also shown in the last column. This represents the noise arising
only from the victim cell itself (including any read-side noise).

C. Cell-to-Cell Coupling Factors Extracted

Table V shows the cell-to-cell coupling factors ¢(A, v) ob-
tained from (23), as A changes from one neighboring cell to an-
other. It turns out that ¢( 4, v) is not a particularly sensitive func-
tion of  so results are shown only for v = PV'1. The results are
summarized separately for the case where the victim cells are on
odd-bit lines and the case where they are on even-bit lines. Be-
cause the programming sequence is such that for a given word



2160
TABLE IV
VARIANCE OF MEAN-SHIFTED r(p) VERSUS ai(p,) Frowm (14)
o 2 2 _ 2 2 2

Victim | Bottom 9 p) Iy T O (Plp) 9% @) Trv)
PV1 0.017 0.017 0.004

PV1 PV2 0.010 0.010 0.001 0013
PV3 0.011 0.010 0.002
ER 0.013 0.013 0.003
PV1 0.020 0.020 0.006

PV PV2 0.014 0.014 0.003 0016
PV3 0.015 0.014 0.003
ER 0.016 0.016 0.004
PV1 0.046 0.046 0.014

PV3 PV2 0.036 0.036 0.011 0.040
PV3 0.037 0.036 0.011
ER 0.040 0.040 0.012

TABLE V
COUPLING FACTORS FOR DIFFERENT INTERFERING CELLS

V' on odd-bit line V' on even-bit line
0.00 0.00 0.00 0.01 0.00 0.01
0.01 PV1 | 0.01 0.05 | PV1 | 0.06
0.02 0.11 0.02 0.03 0.11 0.04

line (row) second-bit programming in the odd-bit line cells are
completed after the second-bit programming in the even-bit line
cells, the program disturbance characteristics are different for
the two cases. Also, for our data, for a given bit line upper (upper
row or word line) cells are fully programmed before lower cells
are.

Based on empirical results, we have o3, = 1.75 for the
affecting cells on odd-bit lines and 1.65 for those on even-bit
lines. In Table V, the center cells represent the victim cell and
the values that fill individual cell positions represent the corre-
sponding coupling factors.

It can be seen that for the victim cells on odd-bit lines, the
lower cell dominates in terms of the coupling effect. The top
three cells have negligible effect; this makes sense since the
top cells are programmed before the victim cell. The side cells
(which are on even-bit lines) also have little effect as they are
fully programmed before the victim cell is.

For the victim cells on even-bit lines, the lower cell again is
dominating but the coupling effect for the side cells cannot be
ignored. This is expected as the side cells are now on odd-bit
lines, for which the second bit programming is done after the
programming is completed for the victim cell.

D. Effect of Repeated P/E Cycles and Baking

1) Pattern-Dependent Interference Effect: Table VI shows
the mean values of the victim cell for different combinations of
the input values for the victim cell as well as the interfering cell,
which in this case is again the cell right below the victim cell.
Five different types of data represent those from cells with no
prior P/E cycles, 1.5 K P/E cycles, 1.5 K P/E cycles plus baking,
3 K P/E cycles and 3 K P/E cycles plus baking, respectively.
Baking here simulates one-year aging.

In all cases, the mean shift (to the right) is most pronounced
when the interfering cell’s input level is PV'1. It is seen that
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TABLE VI
MEAN 7(P|p")
Victim | Bottom | P/E0 | 15K 15K 3K 3K
+bake +bake
PV1 1.33 1.34 0.94 1.37 0.76
PV2 0.99 1.05 0.65 1.10 0.48
PV1 PV3 1.11 1.18 0.77 1.26 0.60
ER 1.02 1.05 0.66 1.09 0.48
Overall 1.11 1.16 0.75 1.21 0.58
PV1 291 2.84 243 2.85 2.25
PV2 2.58 2.58 2.18 2.62 2.02
PV2 PV3 2.70 2.70 2.30 2.75 2.14
ER 2.58 2.57 2.16 2.59 2.00
Overall 2.69 2.67 2.27 2.70 2.10
PV1 4.61 4.52 4.02 4.52 3.83
PV2 4.24 423 3.76 4.26 3.60
PV3 PV3 436 4.36 3.87 4.39 3.72
ER 4.28 4.24 3.76 4.26 3.59
Overall 4.37 4.34 3.86 4.36 3.69
TABLE VII
VARIANCE 0’2(}";}’:1‘) = oo
Victim | P/E0 | 1.5K | 1.5K+bake 3K 3K+bake
PV1 0.021 0.017 0.018 0.017 0.019
PV2 | 0.022 | 0.016 0.016 0.015 0.017
PV3 0.033 0.023 0.021 0.020 0.020

while P/E cycles do not affect the mean read values significantly,
baking reduces the read values noticeably, which is the well-
known phenomenon related to the data retention issue [13].

On the other hand, the mean shift to the left due to baking
is significantly more with the cells with 3 K P/E cycles than
those with 1.5 K cycles. This can be explained as follows. Re-
peated P/E cycles result in trapping of electrons in the tunnel
oxide. After 3 K P/E cycles, a fewer number of electrons are
injected into the floating gate during programming because of
an increased number of trapped electrons, relative to the media
with 1.5 K cycles. Baking tends to release the trapped electrons
in the tunnel oxide. Thus, after baking, there would remain a
smaller number of electrons in the floating gate of the cells with
3 K P/E cycles than those with 1.5 K P/E cycles.

Table VII shows victim cell’s output variances due to input
pattern variations in (), where in this case () covers all cells
in the 3 x 3 mask other than the victim cell. It appears that P/E
cycles tend to reduce the variance while baking does not change
it much (the changes with baking seem mostly in the direction
of increasing the variance but the effect appears fairly small).
This suggests that P/E cycles reduce the coupling effect whereas
baking does not seem to make significant differences.

Table VIII shows the mean shift values due to the interfering
bottom cell, f'(p’) = f(p') — f(B) for each value of p’. While
the interference effect f(p’) is less visible due to the presence of
the second term f(B), we can still make useful interpretations.
Choose the case where the interfering cell input is PV'1, which
creates the largest coupling effect. In this case, we know for
sure f(p') is greater than f(B), the interference averaged over
all possible input values for the interfering cell. In fact, the table
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TABLE VIII
RELATIVE MEAN-INTERFERENCE f'(p’)

Victim | Bottom | P/E 0 | 1.5K 15K 3K 3K
+bake +bake
PV1 0.22 0.19 0.19 0.16 0.18
PV1 PV2 -0.12 -0.11 -0.11 -0.10 -0.10
PV3 -0.00 0.03 0.01 0.05 0.02
ER -0.10 -0.10 -0.10 -0.12 -0.10
PV1 0.22 0.17 0.17 0.15 0.15
PV PV2 -0.11 -0.09 -0.09 -0.09 -0.08
PV3 0.01 0.03 0.03 0.05 0.04
ER -0.11 -0.11 -0.11 -0.11 -0.11
PV1 0.24 0.18 0.17 0.16 0.15
PV3 PV2 -0.13 -0.11 -0.09 -0.10 -0.08
PV3 -0.01 0.02 0.02 0.03 0.03
ER -0.10 -0.10 -0.09 -0.10 -0.10

shows that f/(p") is positive for all cases where the bottom cell
inputis PV 1. Now, going back to Table VI, of all cells in (), it is
reasonable to assume that the bottom cell exert the largest inter-
ference on the victim. Thus, we should expect a consistent story
between Tables VI and VIII with regards to how the coupling ef-
fect changes with P/E cycles and baking. Focusing on the cases
where the bottom cell is PV'1 in Table VI and comparing the
numbers with those in Table VIII, it can be confirmed that this
is indeed true; namely, the mean-interference is reduced with
P/E cycles whereas it remains largely comparable with baking.

Recall that interference arises as a cell programmed in ad-
vance is disturbed by an adjacent cell that is programmed after-
wards. Also recall that an MLC is written via a two-step process
where the second bit is written sometime after the first bit has
been written. In this two-step process, the interference induced
at the writing of the first bit is effectively removed during the
writing of the second bit by successive program-verify steps.
Thus, we can ignore the interference due to the writing of the
first bit and focus only on the interference effect created during
the writing of the second and final bit (See Fig. 4). In addi-
tion, notice that there is no explicit write process to write an
E R level. Also, the difference between PV2" and PV 2 is small
enough that we assume raising a cell value from PV2’ to PV2
does not induce any significant interference on its neighboring
cells.

In summary, we assume that if the final cell written value
is either 'R or PV2, then the cell does not exert any sig-
nificant interference on its neighbors. Based on this assump-
tion, for each of the last five columns and for each victim cell
value in Table VI, we average the mean values corresponding
to the two cases where the bottom cell is either PV2 or E1?.
We take this value as the bias value that can be removed from
the mean values of Table VI to obtain the absolute mean-inter-
ference values f(p’). In other words, for the victim level PV'1
or PV3, we have 7(P|p’) = z(p') + f(7') + f(Q), whereas
for the victim level R or PV2, this changes to #(P|p’) =~
2(p’)+0+ f(Q). Thus, the difference between the two equations
reduces to f(p’). Table IX shows the absolute mean-interfer-
ence values obtained with this method. Again, we confirm that
the mean-interference is reduced with P/E cycles on the cases
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TABLE IX
MEAN-INTERFERENCE f(p’)

Victim | Bottom | P/E 0 | 1.5K 15K 3K 3K
+bake +bake

PV1 0.32 0.29 0.29 0.28 0.27

PV1 PV2 0 0 0 0 0
PV3 0.12 0.14 0.12 0.15 0.13

ER 0 0 0 0 0
PV1 0.32 0.28 0.27 0.26 0.26

PV PV2 0 0 0 0 0
PV3 0.12 0.13 0.12 0.14 0.12

ER 0 0 0 0 0
PV1 0.34 0.28 0.26 0.26 0.24

PV3 PV?2 0 0 0 0 0
PV3 0.12 0.12 0.11 0.13 0.12

ER 0 0 0 0 0

where the bottom cell is PV 1. On the other hand, the mean-in-
terference appears increasing with P/E cycles on cases where
the bottom cell is PV 3.

Recall that the amount of interference on a victim cell de-
pends on the amount of the final charge added to the affecting
cell during the writing of the second bit. This means that if the
bottom cell’s final program level is PV'1, the amount of inter-
ference on the victim cell will be proportional to the difference
(PV1 — ER); likewise, if the bottom cell’s final write level is
PV3, then the amount of interference would be proportional
to (PV3 — PV2'). The fact that the amount of interference
changes with P/E cycles suggests that these differences in the
written levels also change as functions of P/E cycle numbers.
It is already known that the threshold voltage of an erased cell
increases significantly with an increasing number of write/erase
cycles, while a programmed cell is typically only slightly af-
fected [14]. This explains why the mean-interference is reduced
with P/E cycles when the bottom cell is PV'1. On the other hand,
the observation that interference increases with P/E cycles when
the bottom cell level is PV'3 seems to suggest the difference
(PV3 — PV?2') increases with P/E cycles. Assuming that the
coupling factor does not increase with P/E cycles, this implies
that the threshold level associated with PV'3 again rises as the
number of P/E cycles increases. We conjecture that this is due
to the effect of interface states, which tends to increase in high
program levels.

A brief physics-based explanation is given as follows on the
phenomena of threshold voltage changes with P/E cycles. In a
NAND flash cell, as P/E cycles increase, the trapped charge in
the tunnel oxide also increases, creating repulsive electric fields
in two opposite directions. The repulsive fields slow down tun-
neling in both directions. The channel-side field tends to raise
the threshold voltage levels in both erased and programmed
cells, whereas less tunneling on the other side leads to a higher
threshold voltage for an erased cell and a lower threshold
voltage for a programmed cell. Thus, the two effects add in
the case of an erased cell in pushing the threshold voltage up
as P/E cycles increase, while they tend to cancel each other in
a programmed cell [14]. Furthermore, a higher program level
creates more interface traps, inducing a rise in the threshold
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TABLE X

NOISE VARIANCE 02, ,
n{p’)

Victim | Bottom | P/E0 | 15K 15K 3K 3K
+bake +bake
PV1 0.017 | 0.025 0.042 0.037 0.062
PV2 0.010 | 0.017 0.032 0.032 0.047
PV1 PV3 0.011 0.021 0.035 0.043 0.052
ER 0.013 0.018 0.036 0.030 0.049
Overall 0.013 0.020 0.036 0.036 0.052
PV1 0.020 | 0.028 0.045 0.036 0.064
PV2 0.014 | 0.019 0.037 0.028 0.055
PV2 PV3 0.015 0.022 0.038 0.034 0.056
ER 0.016 | 0.021 0.040 0.028 0.058
Owverall 0.016 | 0.023 0.040 0.031 0.058
PV1 0.046 | 0.057 0.074 0.065 0.092
PV2 0.036 | 0.044 0.063 0.052 0.078
PV3 PV3 0.037 0.046 0.063 0.054 0.079
ER 0.040 | 0.051 0.068 0.059 0.085
Overall 0.039 0.049 0.067 0.057 0.084

voltage level with increased P/E cycles. It has been observed
that the interface traps increase the native threshold voltage
without diminishing tunneling [15].

2) Noise Effect Due to Random Deviations Around Nominal
Cell Values in P’ : Table X shows the noise variance component
of the victim cell due to random fluctuations around the nom-
inal cell values for all cells in P/, for different combinations of
the cells’ input values. The pattern-dependent nature of noise is
clearly revealed. In all cell types, the noise variance is the largest
when the victim cell’s input is PV 3 and the bottom cell’s input
is PV1. For a given victim cell level, the noise is the largest
when the interfering cell has PV'1 as input. It is also clear that
the noise variance increases significantly with P/E cycles and
aging; compared to the pattern-dependent interference case, the
increase in the noise variance is considerably more pronounced.
Table X shows the noise variance due to the randomness asso-
ciated with the victim cell itself (including the read-side system
noise). Again the noise power increases substantially with P/E
cycles and aging.

E. Application: Channel Models and State-Transition
Modeling

The results obtained above can be used to construct a simple
channel model that can be used to design and analyze signal pro-
cessing strategies. The input/output model of (1) can be simpli-
fied as

ik = Tk + ngelo? (@i zie )] + f@iziae)  (28)
when the inputs associated with only the victim cell itself and its
bottom neighbor are assumed to affect the channel output. When
both the three bottom cells and two side cells are considered
together, the input/output model is given as

Tik = @k Mkl (T a1 Tk B )]

(T 5 b1 Ty 1k Ty k1)) (29)
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Fig. 9. Simulated output distribution.

In our simple experiment we focused on odd-bit-lined victim
cells and generated read samples corresponding to pseudo
random input bits according to the model of (28). We assumed
that the noise n;;, was Gaussian with its patten-dependent
variance obtained from (ri(p,) of Table X and that the pat-
tern-dependent mean interference f could be determined by
Table IX. We then proceeded to count the errors using a simple
threshold detector with slicing levels placed in the middle
of the nominal write levels. For the real data, the error rate
was 1.502¢ — 05 whereas for the simple pattern-dependent
Gaussian noise and mean-interference model the error rate was
1.037e — 05. Given the simple nature of the model involving
only one interfering cell and the Gaussian noise assumption, the
error rate results appear fairly close. Fig. 9 shows distribution
of simulated output generated by above simple channel model.
The statistical distributions are similar between Figs. 8 and 9.
An input/output channel model such as the one given in (28)
can also be used to run advanced sequence detectors such as
the Viterbi and the BCJR algorithms [16], [17]. First, a proper
state-transition diagram corresponding to the input/output
model needs be constructed under the assumption that the
channel output samples are fed to the detector in some se-
quential fashion. A trellis can then be constructed so that best
candidate input paths can be tracked with processing com-
plexity that remains constant as the channel output samples are
fed in sequentially. The state-transition diagram corresponding
to the channel model of (28) is shown in Fig. 10. The state
variable is defined in such a way that the current state variable
plus the new detector input variable completely specifies the
noiseless channel output as well as the necessary statistical
parameters of the noise. The current state variable and the new
detector input together should also fully determine the new
state variable. The state variable in this case is simply equal to
the current input U;;, = 2,3, and a state-transition occurs to a
new state of /11, = 2,41, with the new input z;; 5. This
state-transition diagram gives a rise to a trellis with 4 states with
each state possibly transitioning to each of the four states in the
next stage. The assumption in this state-transition description is
that the channel outputs arrive at the detector input sequentially
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Fig. 10. State transition diagram for the channel model of (28).

along a given bit line. This assumption may not be practical,
however, since in current flash memory systems, logical pages
that are far apart from one another (in the data stream arriving
at the controller from the host side) get written along the
same bit line and a large page buffer would be necessary for
a sequential processing of read samples taken from logically
distant multiple pages. Nevertheless, in principle sequential
processing that finds the best path along this trellis yields the
optimal detection quality, given the channel model of (28).

When interference exists in more than one direction as in the
model of (29), where interferences come from the vertical, hor-
izontal and diagonal directions, it is not possible to construct
a trellis that allows signal processing with complexity that
remains time-invariant. This is because the global likelihood
or a posteriori probability function cannot be decomposed into
simpler terms for a recursive computation. A practically viable
approach in these cases would be to construct a suboptimal
trellis. For example, imagine that the detector scans the read
samples along a given word line (along a row in the 2-D array
of stored read samples) from left to right, taking and processing
one read sample at a time. One possible construction of a
state-transition model corresponding to the channel model of
(29) is based on defining the state variable as a collection of
four cell inputs, Ujx, = {#j k-1 2k Tjt1,6—1;Tj+1.% }» and
defining the detector input as Wjx = {2z x+1:%j41.k+1}-
Again, the read samples from multiple pages are assumed
to be available to the detector, but here this assump-
tion is more reasonable since logically proximate pages
are written along the same word line. The state transi-
tion occurs from Ujp, = {2,515k Tj41.k—1;Tj+1.4
to Ujrrr = &0 25000 T50 165 %54 1,611); the tran-
sition completely specifies the nominal channel output
i + f(#j6;25 821,2541%) and the variance of the noise
02Tk T k13T 11.%). Fig. 11 shows the corresponding
state-transition diagram. Based on this diagram, a 4*-state
trellis with each state possibly transitioning to 42 new states in
the next stage can be constructed. The function f() may change
between odd and even bit lines. Any reasonable path-tracking
sequence detection algorithm can be designed using this trellis
or its reduced version. Again, the interference-generating func-
tion f() and the pattern-dependent noise variance function o-2()
can be obtained from Tables IX and X. Notice that the detector
in this case will be tracking a reasonable path among possible
local input pattern (or state) sequences that has likely caused
the given read sample sequence. Identifying a likely state path
would identify a reasonable input data sequence associated
with the observed read sequence.
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Fig. 11. State transition diagram for the channel model of (29).

It is conceptually easy to expand the state model for a
better detection quality at the expense of increased pro-
cessing requirements. For example, a detector can be
designed to scan two rows of read samples simultane-
ously, taking one column of two samples, {7j; 7”]-+1,k},
at a time. In this case, the state variable is given by
Uit = {Zjb—1,%jk Tj41 k-1 Tj4+1,8 Tj42.k—1; Tj+2.% ) and
the detector input by Wi = {&; k415 41,6413 Tj42, k41 )
Extensions are straightforward to cases where a rows of read
samples are scanned while different combinations of b rows of
input values are searched through, with b > a.

Finally, it is worth presenting a linearized version of the f()
function in (29) utilizing (21) and the results summarized in
Table V. Denote the coupling factors in Table V by ¢;i’s. Also,
let S(z;1) indicate the incremental charge (applied in writing
the second bit) associated the input level 1, i.e.,

PV3-PV2 forx;;, =PV3
_ ) PV2—-PV2 forxj =PV2
S@i) =9 py1 - ER  for zj, = PV1 (0)
0 forz;, = ER
Then, the channel model suggested by (29) reduces to:
Tik = Tk + k[0 (T 05 Tkt Ttk Tt k1 )]
+ Z CﬂS(.’L‘ﬂ). (31)
k—1<i<k+1
J<I<i+1
Zjk

IV. CONCLUSION

A technique based on extracting conditional means with con-
trolled local input patterns was discussed for statistically an-
alyzing read data from flash memory cells. A specified mask
pattern has been utilized. Once the conditional means were cap-
tured, they were used to quantitatively analyze the impact of the
interfering cells within the mask on the victim cell’s read value.
Using the method discussed in this paper, we have been able
to isolate the random noise from the effect of interference from
coupled cells. Both interference and noise are clearly pattern-
dependent. Cell-to-cell coupling coefficients were extracted as
well. Memory cells with different P/E cycles and with/without
baking have also been analyzed. The victim cell’s noise due
to random write-level fluctuations in all cells increases signifi-
cantly with P/E cycles and with aging, whereas the victim cell’s
noise component due to the changing local input pattern does
not vary as much with repeated P/E steps or baking. This implies
that coupling characteristics do not change significantly with
P/E cycles and aging. The proposed technique can be used to
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aid the flash memory design process as well as the design of ad-
vanced coding and signal processing algorithms that require ac-
curate statistical characterization of the noise and interference.
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